Magnetodynamical response of large-area close-packed arrays of circular dots fabricated by nanosphere lithography
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We report a combined experimental and theoretical study of the quasistatic hysteresis and dynamic excitations in large-area arrays of NiFe nanodisks forming a hexagonal lattice with the lattice constant of 390 nm. Arrays were fabricated by patterning a 20-nm-thick NiFe film using the etched nanosphere lithography. We have studied a close-packed (edge-to-edge separation between disks $d_{cp} = 65$ nm) and an ultraclosed packed ($d_{ucp} = 20$ nm) array. Hysteresis loops for both arrays were qualitatively similar and nearly isotropic, i.e., independent on the in-plane external field orientation. The shape of these loops revealed that magnetization reversal is governed by the formation and expulsion of vortices inside the nanodisks. When we assumed that the nanodisks' magnetization significantly decreases near their edges, micromagnetic simulations with material parameters determined independently from continuous film measurements could satisfactorily reproduce the hysteresis. Despite the isotropic hysteresis, significant in-plane anisotropy of the dynamic response of the ultraclose-packed array was found experimentally by the all-electrical spin-wave spectroscopy and Brillouin light scattering. Dynamical simulations could successfully reproduce the difference between excitation spectra for fields directed along the two main symmetry axes of the hexagonal lattice. Simulations revealed that this difference is caused by the magnetodipolar interaction between nanodisks, which leads to a strong variation of the spatial distribution of the oscillation power both for bulk and edge modes as a function of the bias field orientation. Comparison of simulated and measured frequencies enabled the unambiguous identification of experimentally observed modes. Results of this systematic research are relevant both for fundamental studies of spin-wave modes in patterned magnetic structures and for the design of magnonic crystals for potential applications as, e.g., spin-wave guides and filters.
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I. INTRODUCTION

The confinement and quantization of spin waves\textsuperscript{1} in one (1D) and two (2D) dimensional nano- and microscale magnetic elements have recently become the focal point of intense research.\textsuperscript{2–12} Furthermore, the renaissance of interest to magnonic crystals\textsuperscript{13,14}—media with periodic modulation of magnetic parameters—has lead to several important advances in the understanding of propagation, confinement, and quantization of spin waves in magnetostatically coupled 1D\textsuperscript{15–17} and 2D\textsuperscript{18–21} arrays of magnetic elements and 2D arrays of antidots (holes in continuous films).\textsuperscript{22,23} As a result, magnonics\textsuperscript{24} has emerged as a field aiming at investigation of propagating spin waves in nanostructured magnetic samples, with a promise of reprogrammable artificial crystals\textsuperscript{17} and magnetic logic gates,\textsuperscript{25} magnetoelectronic devices,\textsuperscript{26} and metamaterials.\textsuperscript{27}

The application of nanostructured magnetic arrays in the electromagnetic metamaterials domain requires the fabrication of samples with sizes either comparable to or greater than the electromagnetic wavelength at the frequency of interest. The fabrication of mm-to-cm scale (corresponding to GHz frequency range) periodic structures consisting of (or containing) magnetic materials precisely and controllably tailored at the nanometer scale is a major technological challenge, even beyond the context of nanoscale magnonics.\textsuperscript{28} This challenge is at the limit of current lithographic tools so that bottom-up technologies are explored as possible alternatives. Such large-area patterned arrays form the basis of several types of magnetic recording technology, e.g., bit patterned media and magnetic random access memory arrays, operated at increasingly high data rates. Such structures are necessary also to study the propagation of collective excitations over relatively long distances and to increase the signal-to-noise ratio in magnetic measurements.

Under such circumstances, the etched nanosphere lithography (ENSL) has proved itself as a cost-effective and versatile mean for the demanding magnetic nanofabrication tasks.\textsuperscript{29} The recent dynamical studies of large-area hexagonal arrays of magnetic nanoelements fabricated by the ENSL have demonstrated their high structural and magnetic quality.\textsuperscript{30,31} However, the sensitivity of these studies was insufficient to confirm and to study the magnetodynamic effects observed in arrays of elements formed by more established lithographical tools.\textsuperscript{32,33} Dynamical properties of close-packed square arrays of circular dots in the saturated ground state have been experimentally investigated either by ferromagnetic resonance
arrays of thin magnetic nanoelements is highly complicated both due to the long-range character of the magnetodipolar interaction and the possibly inhomogeneous magnetization ground state of such nanoelements. Neglecting the letter complication (i.e., assuming that all elements are in a magnetically saturated state), corresponding theoretical description of the spin-wave spectrum could be developed for 2D and 3D arrays of spherical particles and 2D arrays of thin-film elements having a rectangular lateral shape. The semianalytical approach developed in Ref. 42 for the calculation of the spin-wave spectrum for a 2D array of magnetic nanoelements can in principle be generalized to a system with a nonsaturated ground state of these nanoelements. The frequency splitting of normal modes of magnetic elements due to the magnetodipolar interaction with their neighbors can be calculated using the perturbation method from Ref. 43. The method relies, however, on a fairly strong assumption that the mode character within individual elements remains unaltered by the interaction. Keeping in mind that in most fundamentally interesting and practically relevant cases the size of nano-elements in such arrays is far above the critical single-domain size, calculations of their dynamical properties have to take into account a nontrivial magnetization structure of their ground states. This task obviously requires the application of numerical methods, which at present can be roughly divided into so-called dynamical matrix methods (DMMs) and classical micromagnetic simulations. In the former methods, the equations of motion for magnetic moments (usually the Landau-Lifshitz equations) of a discretized system under study are linearized with respect to the small deviations of these magnetic moments from the equilibrium state. Application of this method to the nanoparticles arrays requires the implementation of periodic boundary conditions (PBCs). The corresponding extension of DMM has been developed in Ref. 45, where the method was applied to a rectangular lattice of circular nanodots.

Full-scale micromagnetic simulations solve the Landau-Lifshitz equations of motion in the time domain. The time Fourier transform is then applied to the trajectories of magnetic moments, thus allowing one to obtain the corresponding power-oscillation spectrum for the whole array, including the spatial distribution of the oscillation power within the array nanoelements. Unfortunately, in most micromagnetic codes, periodic in-plane boundary conditions are not implemented. Hence, the researchers are forced to compute the magnetization response of finite arrays of nanoelements, making these arrays as large as possible in the hope to gain the insights into the behavior of macroscopically large periodic arrays from the spin-wave spectra obtained for the central elements of simulated relatively small systems. This way the arrays of nanodisks and square-shaped nanoelements on a square lattice with the maximal size of $10 \times 10$ elements were analyzed (see, e.g., Refs. 11, 19, 27, 33, 46, 47, and 48). Numerical studies of nanoarrays using micromagnetic simulations with properly implemented PBCs and simulation results for magnetization dynamics of hexagonal arrays of nanoelements are, to our knowledge, virtually absent. We note in passing that magnetization dynamics of hexagonally ordered antidots—i.e., holes in a continuous film—were studied analytically and numerically, with emphasis on the reasons for the anisotropic FMR response of such a system.

In the present work, we investigate in detail quasistatic magnetization reversal and magnetodynamical properties of closely packed arrays of circular dots fabricated by ENSL. We combine experimental measurements performed using the magneto-optical Kerr effect (MOKE), all-electrical spin-wave spectroscopy (AESWS) and BLS with numerical studies carried out by full-scale micromagnetic simulations and the DMM, whereby both numerical methods use true PBCs. The rigorous theoretical analysis applied to high-quality experimental data allow us to achieve a deep understanding of the factors governing the evolution of the excitation spectra caused by the variation of the magnitude and orientation of the external magnetic field. The analysis highlights the variation of the spatial localization of normal modes within individual elements, thereby emphasizing the importance of the presented micromagnetic approach for correct interpretation of spin waves in magnonic crystals.
wave modes have been observed experimentally. Our major findings are summarized in Sec. IV.

II. SAMPLE FABRICATION AND EXPERIMENTAL METHODOLOGY

A. Fabrication and characterization via scanning electron microscopy

Two arrays of Ni$_{80}$Fe$_{20}$ (Py) nanodisk arranged into a hexagonal lattice (Fig. 1) were prepared using ENSL. To fabricate the arrays of nanoelements, a nominally 20-nm-thick polycrystalline Py film with a 3-nm-thick cap of Si$_3$N$_4$ was magnetron sputtered onto a GaAs substrate. A close-packed monolayer of polystyrene spheres of 390-nm diameter self-assembled on the water-air interface was carefully transferred onto the film surface. The spheres on the magnetic film were then etched in oxygen plasma to reduce their diameter while preserving the center-to-center separation (the lattice period). Following the oxygen etching, the array of etched spheres was used as a mask in the argon ion-milling process. The pattern formed by the spheres was thereby transferred into the magnetic film and used to mill the film through its entire thickness. Finally, the spheres were removed, and the patterned film was covered by an additional 7-nm-thick cap of Si$_3$N$_4$ in order to prevent the exposed magnetic disk edges from oxidation. The details of the ENSL technique and the optimized conditions for large-area fabrication are described elsewhere.$^{29,30}$

Both samples were inspected under a scanning electron microscope (SEM) to quantify any variations in the element size and the period and orientation of the symmetry axes of the arrays over their entire area. The SEM images were acquired from 32 sites forming an $8 \times 4$ array with a 0.5-mm period, therefore evenly covering the entire rectangular samples of 5.6 $\times$ 2.6 mm$^2$ size. In Fig. 1, we define relevant geometrical parameters that were extracted from measurements.

In the first sample, the average diameter of the disks was found to be $325 (\pm 2)$ nm, with no significant variation observed over the whole sample area. In the center of the sample, the P1 symmetry axis (Fig. 1) forms an average angle of $70^\circ$ relative to the edge parallel to the sample’s length. However, a gradual decrease of this value from $56^\circ$ to $78^\circ$ was observed along the length of the sample. The two extremes fall near the two edges along the length; therefore, they could not influence the data. A perfect hexagonal symmetry would result in an angular separation of $60^\circ$ between the symmetry axes. In the sample, the average angles between axes P1 and P2, P2 and P3, and P3 and P1 were observed to be $60^\circ$, $58.5^\circ$, and $61.5^\circ$, respectively, indicating a very good long-range ordering. Periodicity of the sample along the P3 axis was close to 390 nm (i.e., equal to the center-to-center separation between neighboring nanospheres, as expected), whereas the periodicities along the other two axes varied. Periods along P1 and P2 were observed to be about 385 nm and about 395 nm, respectively, yet yielding the overall accuracy in the period of nearly 1%. The edge-to-edge separation between elements within the array was therefore $65 (\pm 5)$ nm. In the following, the sample is referred to as the close-packed array (cp array).

In the second sample, the average disk diameter was found to be $378 (\pm 2)$ nm. In the center of the sample, the P1 symmetry axis forms an average angle of $40^\circ$ relative to the sample’s long edge. The orientation of this axis suffers a decrease of $25^\circ$ over the distance of 5.0 nm. The maximum of $45^\circ$ is observed at one end and the minimum of $20^\circ$ is observed on the other end of the sample. The rate of this variation was observed to be greater near the ends and much smaller near the center of the sample, with the latter portion of the sample providing the major contribution to the measurements described below. The periods along the P1, P2, and P3 axes are 392 ($\pm 6$) nm, 395 ($\pm 1$) nm, and 384 ($\pm 2$) nm, respectively. The average edge-to-edge separation between elements within the array was therefore $12 (\pm 5)$ nm. Only the average angle between P1 and P2 was measured for this sample to yield $58 (\pm 1)$ degrees. We shall refer to this sample as the ultraclose-packed array (ucp array).

It is useful also to introduce the standard Bravais-Miller indices $[h, k, i, l]$ for hexagonal systems to address the relevant directions in the direct space. We omit the fourth index $l$, because in our 2D planar array it is always zero. The principal in-plane directions are hence characterized by the triad $[h, k, i]$. In particular, the direction along the nanodisk rows ($x$ direction in Fig. 2, with $\phi = 90^\circ$) corresponds to the indices

![FIG. 1. (Color online) The different symmetry axes (P1, P2, and P3) of the array are schematically shown. The orientation of the axes was defined by the angles that they formed with respect to an edge of the substrate indicated by the dotted line.](image1)

![FIG. 2. Representative SEM images of (a) cp and (b) ucp arrays; here $\phi$ denotes the angle between the in-plane bias field $H$ and the in-plane direction perpendicular to the nanodisk rows.](image2)
[2, −1, −1], while the direction perpendicular to the nanodisk rows (y direction in Fig. 2, with φ = 0°) is the [0, −1, 1] direction.

B. Experimental techniques for the static and dynamic magnetic characterization

Magnetic hysteresis loops were measured for both the cp and ucp arrays using a conventional MOKE apparatus based on a photoelastic modulator and a lock-in amplifier, working in a longitudinal magneto-optical configuration (i.e., with the external field applied parallel to the sample surface and to the plane of incidence of light). In this configuration, the signal collected from a photodiode is proportional to the in-plane component of the magnetization parallel to the applied field.

Spectra of magnetic spin excitations were measured by AESWS and BLS techniques. In this work, AESWS measures the resonant dynamic response of a magnetic system excited by an rf field, while BLS is used for detecting thermally excited spin waves. In the AESWS experiments, a vector network analyzer (VNA) connected to a 50 Ω matched coplanar waveguide (CPW) served both as the source and the detector of spin waves in the sample placed face-down onto the CPW. The input conductor of the CPW had a width w = 20 μm and a length L = 9 mm. The CPW excited a broad spectrum of wave vectors with a maximum value of about π/2w ≈ 0.8 × 10^3 rad/cm, i.e., the long-wave excitations were probed. The output power of the VNA was −5 dBm. For measuring resonant excitations, the external static magnetic field H was applied under different rotation angles φ. Note that the spectra reported here have been obtained by subtracting a reference spectrum where H was applied perpendicular to the CPW. By this difference technique, we increased the signal-to-noise ratio.

BLS experiments were performed in the backscattering configuration using the green light (wavelength λ = 532 nm) of a single-mode diode-pumped solid-state laser and a Sandercock type (3 + 3)-pass tandem Fabry–Perot interferometer. A magnetic bias field H in the range −1000 Oe < H < 1000 Oe was applied in the sample plane and perpendicular to the plane of light incidence. The sample was mounted on a goniometer, which allows rotation of the sample around its normal direction so that BLS spectra can be recorded for different orientations of H with respect to the high symmetry directions of the disks array. In order to directly compare frequencies measured by the BLS and AESWS techniques, the angle of light incidence was normal to the sample plane, so that spin waves with a zero Bloch wave vector were probed. However, due to the finite collection angle of the scattered light [numerical aperture (NA) = 0.24], even modes with antisymmetric spatial character can have a nonzero cross section in the scattering process, thereby contributing to the BLS spectra.

C. Numerical simulations methodology

1. Choice of the simulation parameters

Simulation of hysteresis loops was performed using the MicroMagus package. For both hexagonally arranged cp and ucp arrays, we have assumed the nanodisk thicknesses h = 20 nm. On the basis of the SEM analysis (see above), we have used the center-to-center separation between disks for both samples Lc = 390 nm, while the disk diameters were chosen to be D1 = 325 nm and D2 = 370 nm for the cp and the ucp array, respectively; therefore, the edge-to-edge interdisk separation Δl in the ucp sample (Δl = 20 nm) was equal to the nanodisk thickness and significantly smaller than for the cp array (Δl = 65 nm). Magnetic parameters used in simulations have been obtained by a careful fitting of the analytically calculated frequencies of perpendicular standing spin-wave and Damon–Eshbach (DE) modes for a thin film to the frequencies measured by BLS on the corresponding unpatterned Py film with the same thickness: magnetization M∥ = 715 erg/cm², surface out-of-plane anisotropy KS = 0.6 erg/cm², exchange stiffness A = 1.0 × 10^-6 erg/cm, and the g factor g = 2.1. The magnetocrystalline anisotropy of Py-type alloys is known to be very small. Therefore, we assumed that the film had a polycrystalline structure with the average grain size dgr = 10 nm, the cubic anisotropy constant K = 5 × 10^3 erg/cm³, and a random 3D distribution of grain anisotropy axes. The only result of such a small anisotropy is the elimination of the spatial degeneracy of our problem, which could produce numerical artifacts. The simulation area comprised the elementary cell of the hexagonal lattice with lateral size 390 × 682 nm², containing two nanodisks. It was discretized laterally into 80 × 140 rectangular discretization cells. No discretization perpendicular to the lattice plane was performed, so that the discretization cells’ height was equal to the film thickness h = 20 nm. Simulations have been done for two orientations of the applied field H; [0, −1, 1] and [2, −1, −1] directions. To be more precise, the directions were almost perpendicular (φ = 2°) and almost parallel (φ = 88°) to the nanodisk rows; a small 2° field deviation from the main axes was used to avoid the artificial spatial degeneracy mentioned above.

2. Simulation methodology for spin-wave excitations

In micromagnetic simulations, dynamical response of a system is evaluated by numerical solution of the Landau-Lifshitz-Gilbert (LLG) equation of motion for the magnetization M(r):

$$\frac{dM}{dt} = -\gamma \cdot [M \times H^{\text{eff}}] - \lambda \cdot \frac{\gamma}{M_S} \cdot [M \times [M \times H^{\text{eff}}]], \quad (1)$$

where γ is the gyromagnetic ratio and λ is the Gilbert dissipation constant. The effective field $H^{\text{eff}}$ contains the magnetocrystalline anisotropy, exchange, and magnetoelastic interaction fields. To compute the spin-wave frequencies, we have to calculate the dynamical response of the system to a weak oscillating field, superimposed by a constant field H. This response is modeled using Eq. (1) with the so-called field-pulse method. In this method, we first find the equilibrium magnetization state in the given constant field H. Then we apply to the system a short trapezoidal field pulse ΔH(t), where the field ΔH is directed perpendicular to the sample plane. The rise and fall times of this pulse are sufficiently small (0.05 ns), so that its Fourier spectrum contains significant power up to the highest frequency for which the relevant system eigenmodes are expected. We simulate the system response to this pulse, setting the damping in Eq. (1) to zero (λ = 0), so that the
magnetization oscillations continue indefinitely after the pulse is switched off.

In order to reproduce all modes observed experimentally in these simulations, field pulses of different spatial symmetries are used. In AESWS, modes are excited by an external field, which is homogeneous on the nanodisk length scale; therefore, to reproduce the AESWS results, we employ the spatially homogenous pulse $\Delta h(t)$. On the contrary, spin waves observed in BLS are thermally excited, i.e., they may have any spatial structure with arbitrary phase relations between oscillating regions within one nanodisk. Some of these modes—namely those with nodal lines perpendicular to the bias field $H$—may be also excited by a spatially homogenous pulse due to the presence of a spatially nonhomogeneous magnetodipolar (self-demagnetizing) field directed roughly opposite to $H$. In accordance with the commonly accepted classification, we shall refer to these excitations as BA-like (backward volume) modes. However, in order to efficiently excite modes with nodal lines parallel to $H$, which we shall call DE-like modes, we have to apply a spatially nonhomogeneous field pulse with one or more nodal lines parallel to $H$; this is especially true for simulations employing PBCs. Hence, to obtain all the modes observed by the BLS technique, we have to use spatially nonhomogenous pulses. We have chosen pulses directed perpendicular to the layer plane and having the spatial dependence $h_{\perp}(r,t) = h_0(t) \cdot \sin(\pi n_x x / L_x) \cdot \sin(\pi n_y y / L_y)$. Here $n_x = n_y = 1$ corresponds to the excitation without node lines, thus having the same symmetry as the homogeneous pulse. The pulse with $n_x = 2$ and $n_y = 1$ excites modes with one nodal line parallel to the $x$ axis, etc.

To compute the eigenfrequencies of our system using the DMM, the equilibrium magnetization state was computed using the static part of the MicroMagus package. Then, evaluation of the eigenfrequencies was performed by the DMM software with implemented PBCs. The same geometry, external field directions, and material parameters as for micromagnetic simulations described above have been used (except that the random grain anisotropy of Py was completely neglected). In contrast to micromagnetic simulations employing Eq. (1), in DMM all spin-wave modes of the system are obtained simultaneously as eigenvectors of a matrix, whose elements are related to the torque acting on the magnetization in each micromagnetic cell.\textsuperscript{44}

III. RESULTS AND DISCUSSION

A. Quasistatic hysteresis: Experimental results and numerical simulations

Hysteresis loops measured in magnetic fields $H$ applied along the principal symmetry directions of the hexagonal lattice are shown in Fig. 3. Loops of both the $cp$ [Fig. 3(a)] and $ucp$ arrays [Fig. 3(b)] are typical for the vortex formation within individual nanoelements having elliptical or circular in-plane shapes.\textsuperscript{58-62} (it was also shown,\textsuperscript{63} that the magnetization of noninteracting nanodisks with the thickness $h = 20$ nm and diameters between 250 and 400 nm reverses only via the vortex nucleation). For this type of the magnetization switching, when the magnetic field decreases from the positive saturation $M = +M_S$, disks retain their full moment up to approximately zero field at which a sudden decrease of $M$ occurs. This rapid change corresponds to the nucleation of a single vortex, with its core located close to the disk center. When the field decreases further, the vortex gradually moves toward the disk edge, and the magnetization progressively reappears. Finally, when the vortex is expelled out of the disk, the negative saturation is reached by another sharp drop at some critical negative field. In our case, the vortex expulsion occurs at the fields $H_{exp}^{cp} \approx 420$ Oe and $H_{exp}^{ucp} \approx 300$ Oe for the $cp$ and $ucp$ arrays, respectively. Interestingly, quasistatic loops for both samples show a nearly in-plane isotropic behavior. This indicates that the in-plane anisotropy of the magnetodipolar interdot coupling does not affect significantly the magnetization reversal process. In particular, the reason for a small angular anisotropy of the vortex annihilation field might be a relatively weak stray field produced by the nanodisk edge in a closed (vortex) magnetization configuration of an individual nanodisk.

Our results can be compared to configurational anisotropies measured on arrays of circular disks arranged on a square lattice.\textsuperscript{64,65} For the angular anisotropy of the vortex nucleation and annihilation field was found also to be very

![FIG. 3. (Color online) Hysteresis loops measured along the principal symmetry directions of the hexagonal lattice for the (a) $cp$ and (b) $ucp$ arrays ($\phi$ is the angle between the magnetic field and the direction perpendicular to the nanodisks rows, as illustrated in Fig. 2).](image-url)
small (~10–20 Oe) in square lattices of Permalloy nanodisks, with approximately the same thickness (h = 25 nm) as in our system but with much larger diameter (D = 700 nm) and edge-to-edge disk separation (Δl = 100 nm) than in our case. On one hand, one expects a more pronounced angular anisotropy in a square lattice compared to a hexagonal one, but the much larger disk separation used in Ref. 64 resulted in a weaker magnetodipolar interaction between the nanodisks. For a square lattice of Co nanodisks with D = 250 nm, the same thickness as ours (h = 20 nm) and the interdisk separation Δl = 50 nm, a significant anisotropy of the vortex nucleation field (~50 Oe) was observed. This larger effect can be attributed both to another lattice type (square vs. hexagonal) and to a larger magnetization of Co particles (1400 G for Co vs. ~700 G for our Py samples) studied in Ref. 65.

To obtain quasistatic M-H loops from such simulations, we have to find the state with the minimal energy for the given external field sequence, starting each time from the equilibrium state found for the previous field. Rigorous numerical simulations of the transition from the quasiuniform state with M/M_s ≈ +1 to the vortex state are hardly possible, since this transition corresponds to a spontaneous symmetry breaking of the quasisaturated state. Hence, the transition field strongly depends on the details of the nanodisk edge roughness, which is largely unknown. On the contrary, the second transition from the vortex to the quasisaturated state with M/M_s ≈ −1 is fully deterministic. Thus, the satisfactory numerical reproduction of the critical fields obtained experimentally for this last transition can serve as an indicator that all system parameters have been chosen properly.

Taking into account that the system geometry and magnetic material parameters are known from independent measurements, the only degree of freedom left for the fitting of simulated results to experimental data is the magnetization decrease towards the disk edges (inevitably arising during the patterning). Analysis of various types of nonideal edges carried out for a straight film edge has shown that the edge tilt and dilution of the edge magnetization both lead to qualitatively the same behavior of the internal field, which plays the main role in the magnetization reversal. In our simulations, we have assumed that the magnetization decreases exponentially toward the disk edges, i.e., it changes as m(r) = 1 − exp[(r − R_c)/r_d], r being the distance to the disk center and R_c the disk radius. The fitting parameter r_d describes the characteristic width of the area near the disk edges, where the magnetization is substantially decreased during the array preparation. The vortex expulsion is governed by the demagnetizing field within the disk, which strongly depends on the magnetization profile near the edges. Hence, the simulated vortex expulsion field should be sensitive to the value of r_d.

Simulation results (solid lines) are presented in Fig. 4 for both the cp and ucp arrays, together with the MOKE loops (open circles). Indeed, the simulated vortex-expulsion field substantially depends on r_d, and a good agreement between measured and simulated data is achieved for a reasonably small value of r_d = 5 nm. We also point out that the hysteresis slope in negative fields is also nearly perfectly reproduced in simulations, so that the quasistatic magnetization reversal of our samples can be considered as being fully understood. We also note that the simulated hysteretic behavior did not change noticeably when varying the surface anisotropy in the range K_S = 0–0.6 erg/cm^2. This finding shall be important in the analysis of the results of dynamical simulations.

B. Magnetization dynamics: Experimental results

Spin-wave frequencies as a function of the in-plane direction of the applied field are shown in Fig. 5, where φ denotes the angle between the field direction and the direction perpendicular to the nanodisks rows (Fig. 2). For both cp and ucp arrays, the magnitude of the applied field is H = 400 Oe. The gray-scale plots are the AESWS spectra, while the
circles represent the BLS frequencies. A very good agreement between AESWS and BLS results for modes detected by the two methods can be seen. We note that BLS was found to detect more spin-wave modes. For the \( cp \) array, four peaks are detected by BLS in the whole angular range explored, and the frequencies of these modes exhibit an in-plane isotropic behavior [Fig. 5(a)]. On the contrary, for the \( ucp \) array [Fig. 5(b)], we observe that in addition to the spin-wave mode with the frequency of \( \approx 5.5 \) GHz, which is approximately the same for all angles, we find that close to \( \phi = 0^\circ \) another mode appears whose frequency is strongly angle-dependent with a minimum value of \( \approx 4.5 \) GHz close to \( \phi = 30^\circ \). The mode at about 7.5 GHz remains almost constant in frequency. The data in Fig. 5 indicates that the magnetodipolar coupling is negligible for the \( cp \) array, whereas it is appreciable for the \( ucp \) disks due to the very small edge-to-edge separation in the latter case. A qualitatively similar effect—angular anisotropy of the resonant FMR field \( H_r \)—was observed in Ref. 67 for a square lattice of Py nanodisks with the diameter \( D = 1 \) \( \mu \)m and thickness \( h = 50 \) nm for the oscillation frequency corresponding to \( H_r \approx 1 \) kOe. The effect was explained by nonuniformity of a nanodisk magnetization present even in such relatively high external field. Our theoretical analysis of the angular anisotropy of the AESWS and BLS spectra is presented below in Sec. III C 1 and III C 2.

Evolution of the spin-wave frequencies for the \( cp \) array as a function of the field magnitude \( H \) for the field applied in the \([2,−1,−1]\) direction (i.e., \( \mathbf{H} \) parallel to the dot rows) is shown in Fig. 6. Coming from positive saturation and decreasing the field value, we observe that the frequencies of one prominent (fundamental) mode and several weaker branches monotonously decrease. Close to \( H = 0 \), the field dependencies change abruptly. Decreasing \( H \) further, the most prominent branch observed in the AESWS data reappears at \( H = −400 \) Oe and follows a field dependency for \( H < −400 \) Oe, which is mirrored with respect to \( H > 400 \) Oe. Frequencies measured in the vortex configuration for \( −400 \) Oe \( < H < 10 \) Oe are not shown because the analysis of this state is out of the scope of this work.

The field dependencies of the spin-wave frequencies for the \( ucp \) sample are shown in Fig. 7 for the field \( \mathbf{H} \) applied in the \([0,−1,1]\) direction (i.e., \( \mathbf{H} \) perpendicular to the dot rows) and \( \phi = 30^\circ \) (\( \mathbf{H} \) parallel to the dot rows). Similar to the previous case, for both field orientations it can be seen that, starting from the positive saturation, we observe the transition from the quasisaturated state to the vortex one at \( H \approx 0 \) and the vortex expulsion at \( H \approx −300 \) Oe, in good agreement with the hysteresis loops.

C. Magnetization dynamics: Theoretical results

First, we present in Fig. 8 two examples for the field dependencies of the oscillation power spectra for the \( m_z \)-magnetization component (in-plane component perpendicular to the bias field \( \mathbf{H} \)). Figure 8(a) displays spectra obtained for a spatially homogeneous excitation. As explained above, in a patterned array a spatially homogenous pulse may excite modes with nodal lines perpendicular to \( \mathbf{H} \) (BA-like
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modes), visible both in AEWS and BLS spectra. A spatially nonhomogeneous field pulse with one or more nodal lines parallel to $\vec{H}$ (see Sec. II C) may excite modes with nodal lines also parallel to $\vec{H}$ (DE-like modes).

Verification of system parameters. We have started with simulations of the $cp$ array because experimental data presented above indicate that in this sample the interaction between nanodisks is negligible. This way we could verify that material parameters used in quasistatic simulations are also suitable to reproduce the dynamical behavior of our samples.

Comparison of the field dependences of the fundamental mode frequency obtained in simulations and in FMR experiments is presented in Fig. 9. As clearly seen, simulated and measured values agree well only if we assume that the surface anisotropy is zero in the disk array ($K_s = 0$). This discrepancy between the values of $K_s$ obtained for the continuous film and the disk array can be due to the altering of the surface structure (and hence the surface anisotropy) of the disks during the array patterning process. Based on this result, we have assumed in all further simulations that the surface anisotropy is absent.

1. Dynamics of the ucp array for the bias field $\vec{H}$ applied in the $[0, -1, 1]$ direction (perpendicular to the nanodisc rows)

In this subsection, we analyze the results obtained by DMM and micromagnetic simulations for the $ucp$ sample, with the field $\vec{H}$ in the $[0, -1, 1]$ direction. Due to the hexagonal arrangement of nanodisks for this particular orientation of $\vec{H}$, magnetic poles formed at the edges of each disk are relatively far from analogous poles on the nearest-neighbor disks. For this reason, an $S$ state is formed as the equilibrium configuration of nanodisks [Fig. 10(a)]. The formation of the $S$ state is also favored by a small misalignment of $\vec{H}$ with respect to the lattice symmetry axis (used in simulations to avoid artificial degeneracy and unavoidable in a real experiment), but we shall see below—by simulating the system with $\vec{H}$ parallel to the disk rows—that this misalignment alone is not sufficient to produce the $S$ state.

FIG. 7. (Color online) AESWS spectra (gray-scale plots) and BLS data (red circles) for the $ucp$ nanodisk array as functions of the magnitude of the magnetic field applied (a) in the $[0, -1, 1]$ direction (perpendicular to the dot rows) and (b) in the $[2, -1, -1]$ direction (parallel to the dot rows).

FIG. 8. (Color online) Example of simulated spectra excited by the (a) spatially homogeneous and (b) nonhomogeneous excitation pulses. Direction of the bias field $\vec{H}$ is shown with the green arrow; the excitation pulse is directed perpendicular to the array plane. Spectra in the field region $-300 \text{ Oe} < H < 0$ correspond to the vortex dynamics [see Fig. 4(b) for the field region where vortices do exist] and shall be discussed in more detail elsewhere.

FIG. 8. (Color online) Example of simulated spectra excited by the (a) spatially homogeneous and (b) nonhomogeneous excitation pulses. Direction of the bias field $\vec{H}$ is shown with the green arrow; the excitation pulse is directed perpendicular to the array plane. Spectra in the field region $-300 \text{ Oe} < H < 0$ correspond to the vortex dynamics [see Fig. 4(b) for the field region where vortices do exist] and shall be discussed in more detail elsewhere.
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FIG. 9. (Color online) Comparison of simulated (symbols) and measured by AESWS (solid green line) frequencies of the fundamental mode in the \( cp \) array is shown; results only for the quasiuniform magnetization states are shown. Simulations agree with the experimental data for \( K_s = 0 \) erg/cm\(^2\).

Magnetization configurations with strong uncompensated magnetic surface charges are usually quite sensitive to the changes of the external field when this field is below the saturating field. Since the mode profiles should depend on the equilibrium magnetization state, we expect that these profiles will undergo significant changes as the magnetic field is varied.\(^{70,71} \) For the field \( H \) parallel to the disk rows, when magnetic charges of opposite signs are formed at the adjacent edges of the neighboring disks, these charges largely compensate each other, and the situation is different, as will be shown in Sec. III C 2.

To proceed with our analysis, we note first that in DMM calculations either magnetic or nonmagnetic discretization cells are considered, so the magnitude of the reduced-cell magnetization \( m_i(r) = M_i(r)/M_S \) is either 1 or 0, respectively; we shall call a shape made of such cells a binary shape. In the following subsection, we present calculations performed in this binary-shape model, both in DMM and MicroMagus, in order to compare the results. Then, in Sec. III C 1 b, we present calculation results obtained by micromagnetic simulations performed with the MicroMagus package using the smooth shape \( 0 \leq m_i(r) \leq 1 \). Comparing the latter results to the case of the binary shape, we show that a gradual decay of the magnetization magnitude toward the disk edges is necessary to obtain a satisfactory agreement to experimental data.

(a) Numerical results for the binary shape: Comparison of simulation methods. We present this comparison in Figs. 10 and 11, displaying only results for BA-like modes, in order not to overload the graph. First, we note that for those fields, where eigenmodes are found both by DMM and micromagnetic simulations, eigenfrequencies (Fig. 10) and spatial distributions of the oscillating power obtained by both methods agree very well.

From micromagnetic simulation results, we show only modes with sufficiently large amplitude (with the spectral power larger than \( 10^{-4} \) of the maximal power of the fundamental mode). Mode amplitudes can significantly vary in the field interval under study. In particular, modes C and D in Fig. 10 could be seen in micromagnetic simulations spectra only in fields larger than \( H_{\text{min}}(C) \approx 320 \) Oe and \( H_{\text{min}}(D) \approx 150 \) Oe. This feature can be explained by the varying strength of coupling between the modes and the excitation used in micromagnetic simulations, and the redistribution of energy between the modes after the excitation pulse has been switched off. The same qualitative behavior is observed in real AESWS experiment, where higher modes are visible only starting from some minimal bias field. Results of DMM, instead, provide the full spectrum of eigenmodes, independently of their excitation amplitude in real experiments.

To classify the modes, we have to resort to their spatial maps, which are displayed in Fig. 11 for several values of the bias field. For each mode, we show both a linear map of its amplitude (left map in each pair of maps) and a log-scale map of its oscillation power (right map in each pair). The log-scale power maps are helpful for the mode classification.
FIG. 11. (Color online) Evolution of eigenmodes whose \( f(H) \) dependencies are presented in Fig. 10, with decreasing bias field (\( H \) in the \([0, -1, 1]\) direction, i.e., perpendicular to nanodisk rows). Here and on subsequent figures, mode maps are taken from micromagnetic simulations. In each map pair, on the left the spatial map of the spectral amplitude of oscillations (with sign) using linear scale (here blue indicates negative amplitudes; red indicates positive amplitudes) is shown; on the right, maps of the oscillation power on the log-scale (blue indicates small power; red indicates large power) is shown. Note how the number and location of the nodal lines changes with the decreasing bias field, especially for modes C and D.

revealing the presence of the nodal lines much better. A detailed discussion of the different modes is presented below.

**Fundamental mode.** From Fig. 11 it is clear that the mode marked with the red dashed line and red circles in Fig. 10 is the fundamental mode (denoted as Fund): Its amplitude does not change sign across the nanodisk, and the overwhelming majority of its power is concentrated in the central region of the disk. Small amplitude maxima visible at the disk edges only on the log-scale maps are due to the strong demagnetizing field near these edges and do not have any noticeable effect on the mode character. The only significant change in the power distribution is observed when the \( f(H) \) curve for this mode crosses those of other modes, namely the edge mode (EM) (at \( H \approx 400 \text{ Oe} \)) and of the C mode (at \( H \approx 640 \text{ Oe} \)). An important point is that the power distribution of the fundamental mode is strongly inhomogeneous even for the highest studied fields, demonstrating once more a large influence of edge effects in nanopatterned structures. Finally, the sublinear behavior of the frequency below 100 Oe is due to the increasing instability of the \( S \) state, which leads to the softening of the fundamental mode as the bias field is reduced. This means that at some critical field magnetic moments in the inner-nanodisk region, where the oscillation amplitude of the fundamental mode is the largest, will be involved first in the transition to the vortex state.71

**Edge modes.** The lowest frequency mode observed at high fields (\( H > 400 \text{ Oe} \)) is the EM: its oscillation power is concentrated primarily near the disk edges perpendicular to the field direction, as can be seen on the linear scale maps of this mode for \( H = 500 \text{ Oe} \) and 640 Oe (Fig. 11). The strong localization of this mode is due to the demagnetizing field near the corresponding nanodisk edges, which is especially strongly localized for a binary shape. A detailed description of an analogous localization effect for rectangular nanoplatelets can be found in Refs. 46 and 72. An even more complex localization of EMs in vortex-containing and saturated ring-shaped elements can be found in Ref. 73 (see also Ref. 74 for the discussion of the difference of \( f(H) \) slopes between the EMs and volume modes). The spatial distribution of this mode changes significantly due to hybridization effects when its \( f(H) \) dependence crosses the corresponding curve of the fundamental mode at \( H_{F=EM} \approx 400 \text{ Oe} \). Below this field, the maximal oscillation power of the EM is achieved not at the disk edge but in the region close to this edge inside the nanodisk. Also, the oscillation amplitude of this mode in the central region increases but still remains at least one order of
magnitude smaller than the value near the disk edge. For this reason, and also to keep the same mode notation along the whole $f(H)$ curve, we propose to label this mode for fields $H < H_{\text{fEM}}$ as the quasi-EM (q-EM). Very similar behavior as a function of the bias magnetic field was observed by Keatley et al.\textsuperscript{19} for arrays of square magnetic nanoelements.

Another interesting feature of this mode is the strongly nonmonotonic field dependence of its frequency. For high fields ($H > 1$ kOe, not shown in the figures), the EM frequency shows a linear field dependence, because the demagnetizing field $H_{\text{dem}}$ remains nearly constant. As the field decreases, the magnetization at the disk edges starts to align along the edges (in order to decrease the self-demagnetizing energy), deviating from the field direction. This leads, in turn, to the decrease of the demagnetizing field magnitude; this decrease is faster than the decrease of the bias field. Taking into account that the demagnetizing field is directed opposite to the bias field, the total field $H_{\text{tot}} = H + H_{\text{dem}}$ near the disk edges increases. This total field increase results in the increase of the mode frequency. Finally, when the external field is so small that magnetic moments near the edges are nearly aligned along the edges, $H_{\text{dem}}$ changes very weakly compared to the decrease of the external field. In these external fields the mode frequency decreases again when $H$ continues to decrease.

Higher BA modes. The classification of higher modes is more complicated due to the nontrivial behavior of their nodal lines when the bias field is decreased. For example, for the C mode in Figs. 10 and 11, two nodal lines in the bulk of the nanodisk are clearly seen at all fields. However, two additional nodal lines exist, which for high fields ($H > 450$ Oe) are very short and positioned close to the disk edges (see the log-scale map for the mode C in Fig. 11 for $H = 500$ Oe). Hence, these short lines can be considered as the consequence of the strong demagnetizing field near these edges, and thus they could be neglected by the mode classification. In this case, according to the general classification rules,\textsuperscript{75} in high fields this mode should be called the 2BA mode. However, when the field decreases below $\approx 400$ Oe, the two edge nodal lines start to move toward the nanodisk center so that already at $H = 300$ Oe they are definitely the fully developed bulk nodal lines, converting the mode into the 4BA. For this reason, we denote this mode as C (2BA $\rightarrow$ 4BA). The situation is even more complicated for the next higher mode (see the last row in Fig. 11), where not only the position but also the number and connectivity of nodal lines change by decreasing $H$. The nodal line near the edge has the $L$ form at $H = 640$ Oe and evolves gradually into two nodal lines when the field is decreased to 200 Oe. We denote this mode as D (4BA $\rightarrow$ 6BA).

(b) Comparison of simulation results for the binary shape and smoothed edges: BA-like modes. Next, we compare the system of nanodisks discretized by the binary shape and a system with magnetization decreasing toward the disk edges, as described in Sec. III A. We have also employed the feature of the MicroMagus package, which allows us to reduce the cell magnetization according to the fraction of the cell contained inside a curved element boundary. We denote the shape obtained after the last two operations as a smoothed-edge shape. Comparison of the mode frequencies as functions of the bias field for these two shapes is given in Fig. 12, and spatial mode maps for nanodisks with smoothed edges are displayed in Fig. 13.

Fundamental mode. The influence of different discretization of the disk edges on the fundamental mode is relatively small because this mode is localized in the central disk region. The only significant difference (due to the mode hybridization) is seen for fields where the $f(H)$ dependence for the F mode intersects $f(H)$ branches for other modes.

Edge modes. The main difference between the two systems (binary and smoothed shapes) is the striking change in the frequency of the EM—compare solid and dashed blue lines.

![FIG. 12. (Color online) Comparison of eigenmode frequencies (obtained by micromagnetic simulations) of the ucp array discretized using the binary shape (dashed lines) and the nanodisks with smoothed edges (solid lines), for $H$ in the [0, 1] direction (perpendicular to disk rows). Dramatic change in the behavior of the EM and substantial frequency shift of other modes—except of the fundamental one—can be seen.](174432-11)
in Fig. 12. This is a direct consequence of a very different treatment of the nanodisk edges for smoothed and binary shapes. When changing to the smoothed shape, two effects occur. First, the maximal value of the demagnetizing field $H_{\text{dem}}$ created by the disk edges decreases so that the EM frequency should increase (because $H_{\text{dem}}$ is directed opposite to the bias field). However, on the other hand, the area where this demagnetizing field is localized is considerably wider for the smoothed shape than for the binary one. For this reason, the EM for the smoothed shape is localized less strongly than for the binary one, which is the result in the decrease of its frequency. The latter effect is stronger than the frequency increase caused by the smaller $H_{\text{dem}}$, so that the net result is the much lower frequency of the EM for the smoothed shape.

Another nontrivial finding is that frequencies of the D mode for the smoothed shape and of the C mode for the binary shape are very close in the whole interval of fields where both these modes are visible. The most likely explanation for this nontrivial phenomena could be a similar localization of the oscillation power of corresponding mode pairs inside the nanodisk, i.e., far from the disk edges. To prove this idea, we have plotted the amplitudes of these mode pairs for the same field in Fig. 14. Oscillation amplitudes near the disk edges are very different due to different edge discretizations, so that normalization to the maximal amplitude used in Fig. 13 would hide the similarity we are looking for. For this reason, in Fig. 14 we have normalized the oscillation amplitude to the maximal amplitude of the bulk peaks (see the double-side arrows). From the maps in Fig. 14 it is evident that the width and shapes of the bulk peaks for the binary q-EM-mode and smoothed C mode are nearly identical. For the binary C mode and smoothed D mode, these bulk peaks are very similar. Taking into account that the mode frequency is determined by its localization pattern (which, in turn, defines the spatial Fourier spectrum of the mode responsible for the mode frequency), this similarity of the bulk peaks provides the explanation for the close $f(H)$ dependencies of these spectral branches.

(c) Comparison of simulation results for the binary shape and smoothed edges: DE-like modes. For the modes excited
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(a) $H = 200$ Oe

(b) $H = 500$ Oe

FIG. 14. (Color online) Amplitudes of the following pairs: (a) q-EM-mode for the binary shape and C mode for the smoothed shape. (b) C mode for the binary shape and D mode for the smoothed shape. Double-sided arrows indicate the bulk oscillation peaks, whose shapes and locations are very similar for each specific pair, thus leading to the close-mode frequencies.

by an external field that is nonhomogeneous on the nanodisk length scale or by nonhomogeneous thermal fluctuations, one or more nodal lines along the bias field $H_{\text{ext}}$ are always present. This means that the mode amplitude near those edges of a nanodisk, which are perpendicular to $H_{\text{ext}}$, is usually quite small. Hence, the strong demagnetizing field induced by these edges does not play such a significant role for this mode type as for AESWS-active modes. For this reason, we can expect that results of micromagnetic simulations employing the smoothed edges and DMM results for the binary form should agree reasonably well.

This expectation is confirmed by Figs. 15 and 16, where $f(H)$ dependencies for the DE modes (Fig. 15) and the evolution of their profiles with external field (Fig. 16) are shown. It can be seen that for 1DE and 2BA $\times$ 1DE modes, where the oscillation power is very small near the edges where the $H_{\text{dem}}$ is high (first and last map rows in Fig. 16), mode frequencies obtained by micromagnetic simulations and DMM coincide very well. For the $xBA \times 1DE$ mode (middle row in Fig. 16) the coincidence is worse, especially for higher fields, where the oscillation power in these edge regions is higher (we call this mode $xBA \times 1DE$, because the complicate configuration of node lines perpendicular to $H_{\text{ext}}$ does not allow the unambiguous mode identification). Finally, the $2BA \times 2DE$ mode obtained in DMM is not visible in micromagnetic simulations due to its specific symmetry, which is incompatible with the symmetry of excitation field used in simulations.

2. Dynamics of the ucp array for the bias field $H$ applied in the [2, −1, −1] direction (parallel to the nanodisk rows)

As shown above, for the binary shape, results of micromagnetic simulations and DMM fully agree. For this reason we do not repeat this test for the bias field $H$ oriented parallel to the nanodisk rows; rather we begin the analysis of this case comparing results of micromagnetic simulations performed on disks with smoothed edges with DMM calculations for the binary shape.

(a) Binary shape vs. the shape with smoothed edges: BA modes. Results of this comparison for modes excited by the homogenous ac-field are shown in Fig. 17. First, we point out that the EM is now absent because the distance between the nanodisk edges in the direction parallel to the dot rows is very small. For the ucp array, the edge-to-edge disk separation is approximately the same as the nanodisk thickness (20 nm). For this reason, the self-demagnetizing field near the corresponding nanodisk edges is largely compensated by the stray field from its nearest neighbors so that the mode localized near these edges does not exist.

Frequencies of the fundamental mode obtained for the smoothed and binary shapes agree very well at high bias fields (above 250 Oe), while the agreement becomes increasingly worse when the bias field decreases. This behavior can be explained by the larger influence of the edge shape for smaller bias fields: the smaller the bias field, the more important the detailed configuration of the demagnetizing field coming from the nanodisk edges, so that the magnetization state depends on the exact element shape more strongly.

Another interesting observation is the qualitative difference of the fundamental mode profile for the bias field $H_0$ directed parallel (upper maps on the right of Fig. 17) and perpendicular (second row of images in Fig. 11) to the disk rows. The most

FIG. 15. (Color online) Comparison between frequencies of the DE-like modes for the ucp array in the bias field $H$ in the [0, −1, 1] direction (perpendicular to the nanodisk rows) obtained by micromagnetic simulations for the smoothed shape and by DMM employing the binary shape. A good agreement between both methods for most cases can be seen.
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probable explanation is the following. First, regions with the high oscillation power form the stripes that are perpendicular to \( H_0 \) (as usual for BA modes). Second, these stripes are positioned within the nanodisks so that the edge-to-edge separation between these stripes in neighboring nanodisks is minimal (this way the total stray field near the edges is minimized and the energy required for the mode excitation decreases).

For higher modes, we observe a good agreement between the frequencies obtained by DMM (binary shape) and micromagnetic simulations (smoothed shape). For micromagnetic simulations, we determine that in the field interval \( H \approx 250–400 \) Oe, the 2BA and 4BA modes (see corresponding maps in Fig. 17, right panel) are very close in frequency and have an appreciable power. For smaller fields (from \( H \approx 100 \) to 250 Oe) only the 2BA mode is visible. Above 300 Oe, the frequencies of 2BA and 4BA modes tend to converge: until above \( H \approx 400 \) Oe, only a single peak is observed. In DMM calculations, the 2BA and 4BA converge in frequency only at higher fields (above 500 Oe). The reason why the power of the 4BA mode becomes almost equal to that of 2BA is that with increasing the bias field the 4BA mode tends to damp.

FIG. 16. (Color online) Spatial profiles of the DE-modes, where \( f(H) \) dependence is shown in Fig. 15 (\( H \) in the [0, −1, 1] direction, i.e., perpendicular to disk rows). As a general trend, it can be seen that with decreasing field, the vertical nodal line (along the bias field) becomes more complicated, and the spatial mode structure—especially for the 1DE mode—becomes more inhomogeneous.

FIG. 17. (Color online) (a) Equilibrium magnetization state as the \( m_y \) color map for \( H \) in the [2, −1, −1] direction (parallel to the disk rows). (b) \( f(H) \) dependencies for BA modes obtained by micromagnetic simulations (solid lines) and DMM (open circles). (c) Spatial mode maps (from micromagnetic simulations). Note a significant change in the power distribution for the 4BA mode when the field is increased from 300 Oe to 400 Oe, so that the 2BA mode is no longer observed.
oscillations in the bulk and becomes similar to a symmetric EM.

(b) Binary shape vs. the shape with smoothed edges: DE modes. For \( H_0 \) parallel to the nanodisk rows, magnetic poles of neighboring disks in the equilibrium state are located very close to each other. Hence, the total demagnetizing field near the nanodisk edges is significantly smaller than for the case of \( H_0 \) perpendicular to the nanodot rows and the equilibrium leaf state [Fig. 17(a)] changes insignificantly by variation of the applied field. Thus, only minor modifications of the mode profiles are found in the bias field interval studied here. For this reason, in Fig. 18 we present these profiles only for \( H_0 = 300 \) Oe (profiles obtained by micromagnetic simulations and DMM are essentially the same).

Figure 18 shows the spin-wave frequencies calculated by DMM and micromagnetic simulations performed using a nonhomogeneous pulse. The agreement is worse than for the case where \( H_0 \) is perpendicular to the disk rows (compare Fig. 18 to Fig. 15). In particular, for the 2BA × 1DE and the \( C_{\text{par}} \) modes the difference between the frequencies for the binary and smoothed shapes have opposite signs: for the 2BA × 1DE mode the frequency is higher for the binary shape, for the \( C_{\text{par}} \) mode it is higher for the smoothed one. This considerable difference in the frequency between systems where the disk edges are treated differently is due to the relatively large oscillation power near the disk edges parallel to the \( x \) direction (horizontal direction in this figure)—see three upper maps in Fig. 18. The opposite signs of the frequency differences \( f_{\text{bin}} - f_{\text{smooth}} \) for these two modes might be due to a qualitatively different behavior of the mode amplitude. Inspection of the amplitude maps in Fig. 18 reveals that in each half of the disk (upper or lower) for the 2BA × 1DE mode, the sign of the magnetization projection oscillates along the horizontal direction, whereas for the \( C_{\text{par}} \) mode it remains mostly constant (although the value of the amplitude changes very strong), changing near the ends of the horizontal nodal line only. This behavior leads to the opposite signs of the dynamical interdot coupling for the 2BA × 1DE and \( C_{\text{par}} \) modes and to the corresponding difference in their behavior for the binary and smoothed shapes.

For the modes that we classify as \( D_{\text{par}} \) (to distinguish it from the D mode shown in Figs. 12 and 13) and 1DE, the agreement between the frequencies obtained for smoothed and binary shape is very good. For these modes, the oscillation power is concentrated mainly near the disk edges parallel to the vertical axis—see maps in Fig. 18. In these regions, the static demagnetizing field is relatively small for the reasons explained above. First, the angle between the magnetization and the tangent to the disk surface is small (so that the static self-demagnetizing field by itself is low); second,
both static and dynamic self-demagnetizing fields are largely compensated by the corresponding dipolar fields from nearest-neighboring disks.

Concluding this part of discussion, we would like to emphasize that dynamic phenomena observed in our study are highly complex. Not only the ground state and the internal magnetic field profiles vary, but the coupling between different elements of the array also vary—all with the applied field. Nonetheless, it might be tempting to apply some kind of analytical or semi-analytical theory (see, e.g., Refs. 40–44) to draw conclusions more general than those presented here based on the micromagnetic simulations (at least at the larger bias field values). However, although such theories have an inherent advantage over simulations by facilitating a simpler generalization, this advantage quickly diminishes as the complexity of the observed phenomena increases. The present case is definitely beyond the complexity level below which the requested sort of generalization could be possible. Moreover, it might prove formidable to achieve a reasonable agreement between simulations and semi-analytical calculations even in the case of a pair of interacting nanoelements in the magnetically saturated state. It can be clearly seen that for this bias field orientation we have a nearly perfect agreement between simulated and measured frequencies, except for the EM at $H > 300$ Oe. The agreement for this mode is not as good as for the other modes, because the magnetization profile near the nanodisk edge plays a decisive role for the EM frequency; this profile is not known exactly. However, we point out that this still reasonably good agreement is obtained using the same magnetization decrease profile near the disk edges as that used to fit the MOKE hysteresis loop. We point out that for the binary shape, the corresponding agreement would be very poor (see the dashed blue line in Fig. 12).

In summary, for this bias field direction, the comparison of theoretical and experimental results enables an unambiguous identification of the mode types observed experimentally. This is very important not only for gaining deeper insights into the fundamental properties of the nanoelement arrays but also for the development of various magnonic applications.

D. Magnetization dynamics of the ucp array: Comparison between theory and experiment

1. Comparison for the bias field in the $[0, -1, 1]$ direction (perpendicular to the nanodisk rows)

For the constant bias field oriented perpendicular to the nanodisk rows, comparison between frequencies calculated by micromagnetic simulations and data obtained using both AESWS and BLS is shown in Fig. 19. Here we have plotted only those numerically obtained modes that correspond to the experimentally observed ones. The complicated questions of why some modes have a larger intensity in experimental observations than others, and why some modes are not visible at all, will be discussed elsewhere.

Solid lines in Fig. 19 show frequencies of the modes excited in simulations by the homogeneous field pulse, dashed lines show frequencies excited by the pulse $h_z(r) = h_0 \sin(2\pi x/L_x) \cdot \cos(2\pi y/L_y)$. Modes excited by pulses with other spatial symmetries were either very weak or have been already observed for the homogeneous excitation or $h_z(r)$ given above.

It can be clearly seen that for this bias field orientation we have a nearly perfect agreement between simulated and measured frequencies, except for the EM at $H > 300$ Oe. The agreement for this mode is not as good as for the other modes, because the magnetization profile near the nanodisk edge plays a decisive role for the EM frequency; this profile is not known exactly. However, we point out that this still reasonably good agreement is obtained using the same magnetization decrease profile near the disk edges as that used to fit the MOKE hysteresis loop. We point out that for the binary shape, the corresponding agreement would be very poor (see the dashed blue line in Fig. 12).

In summary, for this bias field direction, the comparison of theoretical and experimental results enables an unambiguous identification of the mode types observed experimentally. This is very important not only for gaining deeper insights into the fundamental properties of the nanoelement arrays but also for the development of various magnonic applications.

2. Comparison for the bias field in the $[2, -1, -1]$ direction (parallel to the nanodisk rows)

Comparison between simulated and measured frequencies for the bias field $H_0$ in the $[2, -1, -1]$ direction (parallel to the nanodisk rows) is presented in Fig. 20. Again, solid lines in this figure show frequencies of the modes obtained for a spatially homogeneous excitation pulse; dashed lines are
shown by the field pulse that has the spatial profile $h_z(r) = h_0 \cdot \cos(2\pi x/L_x) \cdot \sin(2\pi y/L_y)$ for this orientation of $H_0$.

For the two highest modes (visible in BLS only), we have in our disposal two simulated modes, frequencies of which exactly agree with the experimental data: the 2BA × 1DE mode and the C_par mode (see Fig. 18 for the corresponding power maps). As for the case of the external field applied perpendicular to the nanodisk rows, this agreement enables the unambiguous identification of the modes observed experimentally.

Finally, with reference to Fig. 5 (right panel), we can now say that the modes that give the largest AESWS and BLS signals with the characteristic sixfold symmetry are the fundamental mode and the 2BA mode, which are well separated for $H$ parallel to the nanodisk rows and very close for $H$ perpendicular to them (with a contribution of the 4BA mode in the latter case).

IV. CONCLUSIONS

In summary, we have presented a detailed comparison of experimental and numerical simulation results for the quasistatic magnetization reversal and spin-wave excitation spectra in hexagonally ordered arrays of magnetic nanodisks. The highly ordered arrays with the hexagonal lattice constant of about $a = 390$ nm have been patterned using the ENSL of a 20-nm-thick Ni$_{80}$Fe$_{20}$ film. We have compared the quasistatic and dynamic behavior of two array kinds: (i) array with the edge-to-edge interdisk separation $d_{cp} = 65$ nm (close-packed or $cp$ array) and (ii) array with $d_{ucp} = 20$ nm (ultraclosed-packed or $ucp$ array).

Hysteresis loops measured using the MOKE have shown that for both arrays the quasistatic reversal of the nanodisks magnetization proceeds via the vortex formation (in approximately zero field) and the subsequent vortex expulsion (in negative fields about several hundred Oersted). Vortex formation and expulsion fields depend on the interdisk edge-to-edge separation, i.e., they are different for $cp$ and $ucp$ arrays. However, for the given array kind, both critical fields are nearly independent on the in-plane direction of the external field. For the vortex expulsion field, this independence can be explained by the fact that vortices form a nearly closed magnetization configuration, so the magnetodipolar interaction between different disks is relatively weak even in the $ucp$ array. Extensive micromagnetic simulations with the input material parameters determined from the continuous film measurements have demonstrated that hysteresis loops can be reproduced quantitatively only under the assumption that the magnetization of nanodisks is significantly reduced in the narrow region near the nanodisk edges. Such a reduction might be due to the patterning process during the array production.

Spin-wave excitation spectra for the $cp$ array, obtained by both the BLS and AESWS, are also isotropic with respect to the in-plane external field direction. In contrast, excitation spectra for the $ucp$ array demonstrate significant in-plane anisotropy when the direction of the applied field is changed. Systematic numerical studies of the $ucp$-system eigenmodes (carried out by full-scale micromagnetic simulations and the DMM) have been performed for the external field directed along the two main symmetry axes of the hexagonal lattice. Simulations have revealed that the principal differences between the spin-wave spectra for these two cases are due to two reasons. First, the EM for one of these cases (field directed along the nanodisks rows) is absent due to the nearly complete cancelation of the self-demagnetizing field of a nanodisk by the stray field of its nearest neighbors. Second, the spatial power distributions of modes concentrated in central regions of the nanodisks (bulk modes) also strongly depend on the external field orientation due to the anisotropy of the magnetodipolar interaction between the disks in the $ucp$ array. Comparing simulation results with the experimental spectra, we could unambiguously identify all experimentally observed modes.

A reliable identification and classification of observed modes and determination of material parameters are mandatory prerequisites for any generalization using either analytical or numerical methods. Therefore, the thorough presentation of
the data set in this paper can serve as a useful starting point for application and mutual comparison of the various theories in magnonics. We also expect that our results will stimulate in the nearest future the execution of further studies with a similar degree of rigor, creating the critical mass required to achieve a comprehensive understanding of the high-frequency magnetodynamics in arrays of nanoelements.
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